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Abstract

Three-dimensional numerical simulations of electron-beam-induced current (EBIC) near
a vertical silicon grain boundary are demonstrated. They are compared with an analytical
model which excludes the e!ect of carrier generation other than in the bulk base region of
a solar cell structure. We demonstrate that in a wide range of solar cell structures recombina-
tion in the space charge region (SCR) signi"cantly a!ects the EBIC results and hence needs to
be included in the data evaluation. Apart from these "ndings, simulations of a realistic silicon
solar cell structure (thick emitter, "eld-dependent mobility, etc.) are demonstrated. ( 2001
Elsevier Science B.V. All rights reserved.
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1. Introduction

Electron-beam-induced current (EBIC) is a useful technique for the investigation of
point and extended defects in semiconductors. However, comprehensive physical
models are needed for the extraction of quantitative information since EBIC data are
in#uenced by a wide range of physical phenomena. Some of these di$culties can be
alleviated by the use of numerical simulation for direct comparison with experimental
results. In this work we demonstrate the 3D numerical simulation of current collec-
tion in silicon by a horizontal p}n junction as a response to illumination by a vertical
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Fig. 1. Schematic representation of electron beam current method for grain-boundary analysis considered
in this work. Two positions are shown for the generation volume. The normal, G1, position extends
downwards from the silicon surface. The dashed, G2, position is an arti"cial case in which the generation
volume extends downwards from the lower edge of the space charge region.

electron beam (Fig. 1) in the vicinity of a vertical grain boundary. Previously, Stemmer
[1] used (Monte Carlo) MC methods to simulate LBIC near grain boundaries that
were modelled as regions of "nite thickness with reduced minority-carrier lifetime.
Tabet and Ledra [2], adopted a similar grain-boundary model and calculated
the EBIC by MC methods using both point-source and 3D MC models for the
generation.

The model by Donolato [3] provides analytical expressions for the EBIC near
a vertical grain boundary between homogeneous grains of identical di!usion length.
The emitter and space charge regions (SCR) are neglected entirely while the base is
assumed to be of in"nite thickness and the grain boundary may be described as
a simple planar interface with a constant recombination velocity. We compare our
numerical simulation model for grain-boundary EBIC with Donolato's analytical
model under an appropriate set of assumptions. Our approach di!ers from others
[1,2] in the model used to describe the grain boundary and in the use of a general-
purpose classical simulator rather than MC modelling. The error that arises from the
neglect in the analytical model of generation in the SCR is demonstrated by "tting the
analytical expression to simulated grain-boundary EBIC pro"les which either include
or exclude SCR generation. A more realistic solar cell structure is also simulated.

2. Comparison between numerical simulations and analytical model

The three-dimensional numerical EBIC model used for this work is an extension of
a prior two-dimensional model [4]. It is implemented in the DESSIS [5] semiconduc-
tor device simulator which uses the `boxa or `"nite volumesa method for discretisa-
tion of the device volume to solve the coupled set of Poisson, electron and hole
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continuity, and drift-di!usion di!erential equations. An empirically based model [6]
was used to describe the carrier generation rate. The mesh has been optimised for
a narrow (beam diameter"10 nm) beam of 30 keV electrons. Around 3]105 mesh
points were necessary to ensure that simulated currents were precise within $0.5%.
The emitter was modelled as a Gaussian di!usion with donor density of 1019 cm~3 at
the surface and the junction occurring 10 nm below the surface. This very shallow
emitter was used to approximate the conditions for the analytical model. In order to
ensure an identical di!usion length throughout the structure, Auger recombination
and bandgap narrowing were excluded from the simulations and the carrier mobilities
were made independent of doping. Zero surface recombination velocity is assumed at
the top and bottom surfaces. The simulation region was of su$cient depth to ensure
that the results were independent of device thickness. Results presented in the next
section were produced using a more `realistica device model.

EBIC contrast, c, is de"ned by

c"1!I(x
0
)/I

0
, (1)

where I(x
0
) is the collected EBIC when the beam is a distance, x

0
, from the grain

boundary and I
0

is the background EBIC, the asymptote for I(x
0
) as x

0
PR.

Simulations were carried out for an isolated vertical grain boundary between two
identical silicon grains with di!usion length (L) equal to 5.48lm, which is less than the
maximum depth at which generation occurs (7.3lm) [6]. The integrated generation
rate due to the beam was set at 1011 s~1, ensuring low-injection conditions. Fig. 2(a)
compares I

0
and I(x

0
) results from the analytical model with simulated results for

base doping levels of N
A
"1016 and 1018 cm~3. Note the large separation of the

simulated results for both I
0

and I(x
0
) with 1016 cm~3 base doping from the corre-

sponding analytical results. The analytical results are seen to agree much more closely
with the simulated values for 1018 cm~3 base doping. The corresponding contrast
curves are shown in Fig. 2(b). For the more lightly doped base there is a signi"cant
contrast di!erence between the simulated values and the analytical curve while the
simulations for the more heavily doped base agree with the analytical model. Since the
di!usion length is identical in each case, the di!erences must be due to the inclusion in
the simulations of a SCR (having di!erent thicknesses depending on the base doping)
and its exclusion in the analytical treatment. That explanation is con"rmed by
simulation of the arti"cial situation in which the electron beam is assumed to pass
through the emitter and SCR without interacting with the silicon (G2 position of the
generation volume in Fig. 1). Then the analytical and simulated results are in close
agreement (Fig. 2b) for both doping densities. The (G2 position) contrast was also
simulated for two other v

4
values and the results agree closely with analytical

calculations (Fig. 3).
Further simulations were carried out with longer di!usion lengths, assuming a base

doping level of 1016 cm~3 in each case. The results for the background currents for
generation from the surface and from the lower SCR were compared with an
analytical expression for background current [6],
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"
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exp(!z/¸)"(z)Ddz, (2)
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Fig. 2. (a) Horizontal lines show EBIC background currents from an analytical model and from simula-
tions with light (1016 cm~3) and heavy (1018 cm~3) base doping levels where the carrier mobility is the same
in each case. The curved line and sets of points are the corresponding EBIC responses near a grain
boundary with v

4
"107 cm s~1. The generation volume extended from the device surface for each case (G1

position). (b) contrast curves calculated from the currents in (a) are labelled `G1a in the legend. Also shown
in (b) and labelled `G2a in the legend, are simulated contrast points for the same doping levels with the top
of the generation aligned with the lower edge of the space-charge region. The results of simulation of
a `realistica structure are included.

which neglects generation in the SCR, and with a modi"ed form which assumes unity
collection e$ciency for carriers generated in the SCR (SCR recombination is included
in all the numerical modelling and is neglected only in this expression):

I
0
"

qg
0

R GP
zSCR

0

"(z) dz#P
1.1R

zSCR

exp[(z
SCR

!z)/¸]"(z)Hdz, (3)

where q is the electron charge, g
0

is the integrated generation rate of carrier pairs, R is
the electron penetration range, z is the depth below the surface, K is the laterally
integrated depth dose, and z

SCR
is the depth of the lower edge of the SCR [6]. The

simulated background current agreed with Eq. (2) for the G1 position and with Eq. (3)
for the G2 position.
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Fig. 3. Comparison of analytical (lines) and simulation (points) methods of calculating grain-boundary
contrast for three values of v

4
: 105, 106, and 107 cm s~1. The base doping is set to 1016 cm~3, ¸"5.48lm,

electron mobility"1160 cm2V~1 s~1 and the generation volume extends downwards from the lower SCR
edge at 0.4 lm below the surface.

3. Numerical simulation of realistic device structures

A simulated contrast pro"le was produced using a more realistic solar cell model
for comparison with the results from the less practical devices considered above. The
results are included as a set of points in Fig. 2(b) for minority carrier lifetime
parameter of 10 ns (as in the ¸"5.48lm cases considered above) and base doping of
1016 cm~3. The changes made to the model were: thicker (1lm) emitter; front oxide
layer; front surface recombination velocities of 4]103 cm s~1; bandgap narrowing for
heavy doping; mobility variation with carrier concentration; velocity saturation at
high "eld intensities; variable surface charges at the grain-boundary; and Auger
recombination.

4. Parameter extraction

Contrast curves were simulated for ¸"5.48lm and v
4
"107 cm s~1 with light

(1016 cm~3) and heavy (1018 cm~3) base doping for each position of the generation
volume and analytical curves were "tted [7] (Fig. 4). For a lightly doped base,
generation in the SCR leads to signi"cant error when the analytical expression is "tted
to the simulated results. The error, and especially that in the "tted L value, is reduced
when the SCR generation is minimised. Extraction of parameters from a realistically
simulated contrast pro"le yielded an L value in error by 48% (Fig. 4). This is at least
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Fig. 4. Values of L and v
4

extracted from simulated contrast curves by "tting Donolato's analytical
expression.

partly due to the fact that the minority carrier mobility is no longer spatially constant
due to velocity saturation in the electric "eld across the grain boundary.

5. Conclusions

We have demonstrated a 3D numerical simulation model for grain-boundary EBIC
response problems and compared it with an established analytical model under the
same simplifying restrictions. We have shown that the analytical model leads to highly
inaccurate results under certain realistic conditions and have established the condi-
tions under which it produces reasonable results. This numerical model will allow the
detailed investigation of complicated arrangements of grain boundaries for which
analytical treatments are impractical and allows the inclusion of more sophisticated
physical models. Furthermore, since the simulator is able to treat arbitrary injection
conditions, the extraction of material parameters from experimental pro"les does not
require the experiments to be carried out under low injection conditions.
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