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Abstract. We develop and implement a translation from the process
Algebra for Wireless Networks (AWN) into the milli Common Repre-
sentation Language (mCRL2). As a consequence of the translation, the
sophisticated toolset of mCRL2 is now available for AW N-specifications.
We show that the translation respects strong bisimilarity; hence all safety
properties can be automatically checked using the toolset. To show us-
ability of our translation we report on a case study.

1 Introduction

The Algebra for Wireless Networks (AWN) [11] is a variant of classical process
algebras that has been particularly tailored to model and analyse protocols for
Mobile Ad hoc Networks (MANETSs) and Wireless Mesh Networks (WMNs).
Among others it has been successfully used to model and analyse the Ad hoc
On-Demand Distance Vector (AODV) routing protocol [30], one of the most
popular protocols widely used in WMNs. [12/16]

AWN provides the right level of abstraction to model key features of pro-
tocols for (wireless) networks such as unicast and broadcast for message send-
ing, while abstracting from implementation-related details. It is equipped with a
(completely unambiguous) formal semantics, which is given in form of structural
operational semantics rules. These rules generate a transition system that can
be used to describe the behaviour of a protocol.

The algebra has been integrated in the interactive proof assistant Isabelle/
HOL [6]. This enabled, amongst others, the machine-checked verification of key
correctness properties of AODV. However, apart from that there is only little
tool-support for AWN. To provide automatic analysis for protocols written in
AWN;, the algebra has been used in combination with the model checker Up-
PAAL. [I0] The input model for UpPAAL [2I]—a network of timed automata—
was created manually and the correctness of this model needed to be established
manually as well.

In sum, AWN falls short when it comes to automated analysis of speci-
fications. The development of special-purpose tools for AWN is cumbersome,
error-prone and time consuming. Hence we follow the general approach to make
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use of highly sophisticated off-the-shelf tools that offer high-performance analy-
sis. In this paper we present and implement an automatic translation from AWN
into the milli Common Representation Language (mCRL2) [I§].

mCRL2 is a formal specification language with an associated collection of
tools offering support for model checking, simulation, state-space generation, as
well as for the optimisation and analysis of specifications. [§] The toolset has been
used in countless case studies, including the analysis software for the CERN’s
Large Hadron Collider [21], and the IEEE 1394 link layer [25].

We do not only develop an automatic translation from AWN to mCRL2,
which allows us to use the mCRL2 toolset for any protocol specification writ-
ten in AWN, we also show that the transition system induced by an AWN-
specification and the transition system in mCRL2 that stems from our trans-
lation are strongly bisimilar. As a consequence, any safety property that has
been (dis)proven in the mCRL2 setting also holds/does not hold for the original
specification, written in AWN. To illustrate the usefulness of our translation, we
report on a case study that analyses the Ad hoc On-Demand Distance Vector
(AODV) routing protocol [30], which we formalised in AWN before [T2//16].

2 The Algebra for Wireless Networks

The Algebra for Wireless Networks (AWN) [I0/12] is a variant of standard pro-
cess algebras (e.g. [26l20035]) particularly tailored for (wireless) protocols: it
defines the protocol in a pseudo-code that is easily readable, and provides the
right level of abstraction to model key protocol features.

The algebra offers a local broadcast mechanism and a conditional unicast
operator—allowing error handling in response to failed communications while
abstracting from link layer implementations of the communication handling—
and incorporates data structures with assignments. As a consequence it allows
to describe the interaction between nodes in a network with a dynamic or static
network topology, and hence is ideal to describe all kinds of protocols.

AWN comprises five layers: (a) sequential processes for encoding the protocol
as a recursive specification; (b) parallel composition of sequential processes for
running multiple processes simultaneously on a single (network) node; (c) node
expressions for running (parallel) processes on a node while tracking the node’s
address and all nodes within transmission range; (d) partial network expressions
for describing networks as parallel compositions of nodes and allowing changes
in the network topology, and (e) complete network expressions for closing partial
networks to further interactions with the environment.

Due to lack of space we cannot present the full syntax and semantics of AWN,
which can be found in [I1]. summarises the syntax. In AWN a network
is modelled as an encapsulated parallel composition of network nodes (Lines 14
and 15 in . An individual node has the form i: P: R, where i is the
unique identifier of the node, P characterises the process running on the node,
and the set R contains all identifiers of nodes currently in transmission range of
i—the nodes that can receive messages sent by i. On each node several processes
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Table 1. process expressions

X(expy,...,exp,) process name with arguments
P+Q choice between processes P and @Q
[¢] P conditional process

[v := exp] P assignment followed by process P
broadcast(ms).P broadcast ms followed by P

groupcast(dests, ms).P |iterative unicast or multicast to all destinations dests
unicast(dest,ms).P » Q|unicast ms to dest; if successful proceed with P; otherwise Q

send(ms).P synchronously transmit ms to parallel process on same node
deliver(data).P deliver data to client (application layer)

receive(m).P receive a message

&P process with valuation

P{Q parallel processes on the same node

i:P:R node i running P with range R

N||M parallel composition of nodes

[N] encapsulation

may be running in parallel (Line 12 in[Table 1J). A sequential process is given by
a sequential process expression P, together with a valuation £ associating values
&(v) to variables v maintained by this process (Line 11).

AWN uses an underlying data structure with several types, variables ranging
over these types, operators and predicates. Predicate logic yields terms (or data
expressions) and formulas to denote data values and statements about them. The
choice of this data structure is tailored to any particular application of AWN.
It must contain the types DATA, MSG, IP and P(IP) of application layer data,
messages, IP addresses—or other node identifiers—and sets of IP addresses.

In addition, AWN employs a collection of process names, each carrying pa-
rameters of various types. Every process name X comes with a defining equation
X (V1. yVn) def P, in which each v; is a variable of the appropriate type and P
a sequential process expression.

Lines 1 to 10 describe sequential process expressions. X (expy, ..., exp,,) is
a call to the process defined by the process name X, with expressions of the
appropriate types substituted for the parameters. P+ ) may act either as P or
as @, depending on which of the two processes is able to act. If both are able to
act, a non-deterministic choice is made. Given a valuation of the data variables by
concrete data values, the sequential process [¢] P acts as P if ¢ evaluates to true,
and deadlocks otherwise. In case ¢ contains free variables, values are assigned to
these variables in any way that satisfies ¢, if possible. The process [v:= exp] P
acts as P, but under an updated valuation of the data variable v. The process
broadcast(ms) broadcasts ms to the other network nodes within transmission
range, and subsequently acts as P; unicast(dest,ms).P » @ is a process that
tries to unicast the message ms to the destination dest; if successful it continues
to act as P and otherwise as ). It models an abstraction of an acknowledgment-
of-receipt mechanism. The process groupcast(dests,ms).P tries to transmit ms
to all destinations dests, and proceeds as P regardless of whether any of the
transmissions is successful. The action send(ms) (synchronously) transmits a
message to another process running on the same node. The sequential process
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Process 1 Voting Process 2 Vote Evaluation
. . . def . . . def

Voting(lip,lno,voted,ip,no) = Eval(sip,sn, lip,lno,voted,ip,no) =

1. (receive(m).[m = B(sip,sn)] /* receive ballot */ 1. [ sn > 1no ] /* vote better */

2. Eval(sip,sn,lip,lno,voted,ip,no)) 2 Voting(sip,sn,voted,ip,no)

3. + [ lvoted ] /* cast a ballot */ 3. + [ sn < 1lno] /* vote worse */

4. ((broadcast(B(ip,no)) . 4 Voting(lip,1lno,voted,ip,no)

5. Eval(ip,no,lip,1lno,true,ip,no))

6. + (receive(m).[ m = B(sip, sn) ]

7. Eval(sip,sn,lip,lno,voted,ip,no)) )

receive(m).P receives any message m (a data value of type MSG) either from
another node, from another sequential process running on the same node or
from the client hooked up to the local node. It then proceeds as P, but with the
data variable m bound to the value m. The submission of data from a client is
modelled by the receipt of a message newpkt(d,dip), where the function newpkt
generates a message containing the data d and the intended destination dip.
Data is delivered to the client by deliver(data).

The layers of sequential and parallel processes usually define the behaviour
of a protocol up to a point where it can be implemented; the other layers are
used for reasoning, and include primitives for modelling dynamic topologies.

Processes |1} and for example, describe a simple leader election proto-
col: each node in the network, which is assumed to be fully connected, holds
a unique node identifier ip and a natural number n. Each node is initialised by
(&,Voting(1lip,1lno,voted,ip,no)), with £(1ip) =¢(ip) =ip, £(1no) =¢(no) =n,
and £(voted) = false. The local variables 1ip and 1no hold the identifier and the
number of the current leader; the Boolean flag voted indicates whether the pro-
cess partook in the election.

allows the node to receive a ballot (message) B from another node
(Lines 1 and 6, resp.). The message contains the sender’s address ip, as well as its
number no; these are stored in the local variables sip and sn. In case a message is
received, the evaluation process Eval is called (Line 2). Once during the protocol
(Line 3) each node can partake in the election and send its ballot, containing
the node’s own information (Line 4). After the message is sent, the flag voted
is set to true (Line 5), and the node acts as if it had received this message.

[Process 2| evaluates the information received. If the received number sn is
greater than or equal to the number of the current leader 1no, the current leader
is set to sip and the current leader’s number to sn, and the process returns to the
main process; otherwise the information of the received message is disregarded.

When the protocol terminates—all nodes voted and all messages have been
handled—all nodes have agreed on a leader, one holding the highest number no.

Once a model has been described in AWN;, its behaviour is governed by the
transitions allowed by the algebra’s semantics. The formal semantics of AWN is
given as structural operational semantics (sos) in the style of Plotkin [31] and
describes how states evolve into another by performing actions. [I2/11]

presents four sos-rules of AWN (out of 44), all describing behaviour
w.r.t. broadcast. The first rule describes the behaviour of the sequential process
broadcast(ms).P, which performs the action broadcast({(ms)) without syn-
chronisation. Here £(ms) is the data value denoted by the expression ms when
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Table 2. Structural operational semantics (AWN) for broadcast

broadcast(m), ’
&, broadcast(ms). P broadeast(((m), ¢ p P————=P

ip:P:RM)ip:P/:R

M R : *cast(m) M N H-K :arrive(m) N’ ( HCR ) M R : *cast(m) M
MHN R : *cast(m) M/”N/ KNR=0 [M] L)[M/]

the variables occurring in ms are evaluated according to £&. The second rule de-
scribes the broadcast-action on the node level: as the nodes in transmission
range of node ip are known (stored in set R), this set is part of the new label
and is used for synchronisation on the network layer. The third rule illustrates
this partly. The action R:*cast(m) casts a message m that can be received by
the set R of network nodes. AWN does not distinguish whether this message
stems from a broadcast-, a groupcast- or a unicast action—the differences
show up merely in the value of R. The action H—K :arrive(m) models that m
simultaneously arrives at all addresses ip € H, and fails to arrive at all addresses
ip € K. The third rule of [Table 2| synchronises a R : *cast(m)-action of one node
with an arrive(m) of all other nodes. To finalise this synchronisation AWN
features another two sos-rules: a symmetric form of the third rule, and a rule
synchronising two H—K : arrive(m)-actions. The side conditions ensure arrival
of message m at all the nodes in the transmission range R of the *cast(m), and
non-arrival at the other nodes. The fourth rule of [Table 2 closes the network
by the encapsulation operator [_], and transforms the R:*cast(m)-action into
an internal action 7. The encapsulation guarantees that no messages will be
received that have never been sent.

3 The Algebra mCRL2 and its Associated Toolset

The milli Common Representation Language (mCRL2) [18] is a formal speci-
fication language with an associated toolset [§]. Similar to AWN, mCRL2 is a
variant of standard process algebras with a formal semantics given as structural
operational semantics in the style of Plotkin.

For our translation from AWN to mCRL2 we use only a fragment of mCRL2.
In this section we briefly explain the syntax and semantics of those constructs
of mCRIL2 needed for our translation. As before, we can only show parts of the
semantics, and refer to [I8] for details.

Similar to AWN, mCRL2 comes with defining equations, called process equa-
tions in [I8], having the form X(d; :Dy,...,d, :Dy) &, where d; are variables
of sorts D; and p a process expression defined by the following grammar.

pu=al|pp|p+plc—p] %p |pllp | X(u1,. .., u) [ Te(p) | Vv(p) | pr(P) | T1(P)
ax=71lalu,...,u,) | ala

Here o denotes a multi-action, ¢ a Boolean, and the u; are data expressions.
Actions form the basic building blocks of mCRL2. They consists of a name
(taken from a given set) and some parameters, which are expressions denoting
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Process 3 Voting in mCRL2

proc Voting(1lip:IP, 1no: IN, voted: IB, ip:IP, no: IN
L D0 07 Set(IP),mMSG receive(D,D’,m)-
Zsipzlp’smw ((m ~ MSG(B, sip, sn)) — (t-Ewval(sip, sn, 1ip, 1no, voted, ip, no)))
+ (lvoted) — t-(
. cast(IP, D, MSG(B, ip, no))- Eval(ip, sn, 1ip, 1no, voted, ip, no
D:Set(IP)
+ 2/t (1P),mMsc receive(D, D', m)-
. . m ~ MSG(B, sip, sn)) — (t-Ewal(sip, sn, 1ip, 1no, voted, ip, no
sip:IP,sn:IN

)=

A

data values. Multi-actions are collections of actions that occur at the same time.
A multi-action can be empty, denoted by 7; it is used as internal, non-observable
action. a(d) denotes an action with name a and data parameters u;. Last, the
multi-action «|8 consists of the actions from both multi-actions o and .

The process p-g behaves like p until p terminates, and then continues to
behave as ¢q. The process p+ g may act either as p or as ¢, depending on which of
the processes can perform an action. If both are able to act, a non-deterministic
choice is made. For a Boolean expression ¢, the process c¢—p acts like p if
¢ evaluates to true, and deadlocks otherwise. The process ), p allows for a
choice of p for any value d from D substituted for the variable d—of course d
can occur in p. The process p||g is a parallel composition of p and ¢. X is a
process name, and u; are data expressions of type D;, as declared in the defining
equation; X (uy,...,u,) denotes a process call.

The communication operator I'¢(p) takes some actions out of a multi-action
and replaces them with a single action, provided their data parts are equal. The
set C' describes the replacement by rules of the form aq]---|a; — ¢. To enforce
communication the allow operator Vv (p) only allows multi-actions listed in the
set V to occur. The renaming operator pr(p) renames action names within p,
where the set R lists rename rules of the form a — b. Finally, the hiding operator
771(p) conceals all action names listed in I from the process p, replacing them by
the internal action 7.

[Process 3|models the same behaviour as[Process 1] but written in mCRL2. In
fact the presented specification has been translated by our tool (see ;
we have only changed minor issues such as variable names and line breaks to
ease readability. An interesting issue when looking at the translation is that
features multiple sum-operators, where the AW N-specification shows
none. While it may be understandable why the receive-actions (Lines 1 and 5)
need to sum over all possible messages that could be received, the argument for
sending messages (Line 4) is not straightforward. The reason is that we have to
encode all possible transmission ranges D; we elaborate on this in more detail in
Section 5| Moreover, the AWN guard [m = B(sip, sn)] assigns values to sip and
sn such that m = B(sip, sn); in mCRL2 this involves summing over all values
sip and sn can take, in combination with the equality check m ~ MSG(B, sip, sn).

shows some rules of the structural operational semantics of mCRL2.
Here v indicates successful termination, and [.] is an interpretation function,
sending syntactic expressions to semantic values. We have [7]=7, [a(u1,...,1,)]
=a([u1] ..., [un]), and [«|8] = [@]|[B], where at the right-hand (semantic) side
7 denotes the empty multiset, [«]|[8] the union of multisets [a] and [A], and
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Table 3. Structural operational semantics (mCRL2)

w w / w / w /
OzM)\/ p—:\/ p—>wp ’ p—>2?u\wq/—>/q
pa—>q ptq-—=p pllg == p'llq
o— w / w / . L w ’
PA=tel =0y, 2 [ opye HdUSUL e dnimie] g
2apP P corp-=5p X(ui,... ) S g
aley,...,en) (the singleton multiset containing) the action a, whose parameters

are now data values rather than data expressions. The first four rules are stan-
dard process algebra and (partly) characterise execution of an action, sequential
composition (under successful termination), left choice and synchronisation, re-
spectively. The first rule in the second line describes the sum operator. Here
My is the set of data values of type D and t is a function—assumed to exist
in mCRL2—that for each data value e returns a closed term t. denoting e,
i.e., [te] = e. The second rule models a guard c; only if it evaluates to true,
the process can proceed. The last rule of defines recursion, where we
assume a process X (di:Dy...,d,:Dy) d:qu. mCRL2 also provides rules for the
communication, the allow, and the restriction operator:

p—=p p—p p—=p
Te(p) 22 o) pr() 2 0r() W) -5 W)

Here the functions ¢, and Re are the counterparts of I'c and pg, resp., working
on actions rather than processes. For example, viqp—sc}(alalblc) = alc|c. The
stripped multi-action w is the result of removing all data from the multi-action w.

Although mCRL2 works on top of an underlying data structure, it does not
provide any syntactic construct for assignment.

mCRL2 comes with an associated toolset, consisting of about 50 different
tools (see www.mcrl2.org). The toolset includes a user interface, which provides
an easy way to read and analyse any mCRL2-process. Other tools help in mani-
pulating and visualising state spaces, or provide support for automatic analysis.
This includes classical model checking as well as checking properties by parame-
terised Boolean equation systems. The toolset also includes an interface allowing
system analysis by the LTL/CTL/pu-calculus model checker LTSmin [23].

weVu{r}

4 Comparing Transition Systems

One goal of this paper is to translate a given specification written in AWN into
an mCRL2-specification. Of course the generated specification should be related
to the original one, so that we know which properties that should hold for the
original specification can be checked in the translated specification.

The process algebras AWN and mCRL2 generate each a labelled transition
system (S, A, —), where S is the set of all closed process algebra expressions,
A is the set of possible actions, and — C S x A x S is the labelled transition
relation where the transitions P -% ) are derived from the sos rules.

A standard technique to compare two transitions systems is (bi)simulation
(e.g. [26]). A binary relation R C Sy x Ss is a (strong) simulation[!] [29] between
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Fig. 1. Generalisations of Simulations 3¢, ({a}, {b%bz, b3, b1}) € A.

Iq. Aq'. a by 2 bsb4

a a a f(a) :

W OEQD g Qg OO

transition systems £1 = (S1, A, —1) and Lo = (Sa, A, —2) if it satisfies, for a€ A,
if pRq and p %31 p’ then 3¢’. ¢ "2 ¢’ and p' Rq’ .

Here p —51 p’ is a short-hand for (p,a,p’) € —1. A bisimulation is a symmetric
simulation. If a bisimulation R with p R q exists then p and ¢ are bisimilar.

a) illustrates the situation. Our definition slightly differs from the
literature as it builds on two transition systems; the common definition presup-
poses L1 =Ly. The definition requires an exact match of action labels. AWN
and mCRL2 do not feature the same labels. For example, R:*cast(m), which
is an action label of AWN, does not follow the syntax of mCRL2-actions.

We relax the definition of simulation and say that R C S; x Sy is a simula-
tion modulo renaming between L1 = (S1, A1, —1) and Lo = (S3, Ag, —2) for a
bijective renaming function f: Ay — As if it satisfies, for a € Ay,

if pRq and p -2+, p' then 3¢'. ¢ M)g ¢ and p' Rq ;

see b). A bisimulation modulo renaming is a symmetric simulation mod-
ulo renaming, using f and f~!, respectively. Processes p€S1, ¢€S» are bisimilar
modulo renaming if a bisimulation modulo renaming R with p R ¢ exists.

It is well known that all safety properties are preserved under bisimilarity;
and therefore also under bisimilarity modulo renaming, when the renaming func-
tion is applied to the safety property as WQHH

Two mCRL2 processes p and ¢ are data congruent, notation p = ¢, if ¢ can
be obtained by replacing data expressions ¢ occurring in p by expressions ¢’ with
[t] = [t'], i-e. evaluating to the same data value. For example a(1+2) = a(4—1).
On AWN, we take = to be the identity. A (bi)simulation (modulo renaming)
up to = is defined as above, but with p’ =R= ¢’ (using relational composition,
denoted by juxtaposition) instead of p’ R ¢’. Using that = is a bisimulation [I7],
it follows from [26] that constructing a bisimulation R (modulo renaming) up to
= with p R ¢ suffices to show that p and ¢ are bisimilar (modulo renaming).

In we develop a translation between AWN and mCRL2, and we
show that the translation is a bisimulation modulo renaming up to =. However,
this result only holds for encapsulated networks. When considering the other
layers of AWN, a bisimulation cannot be established, not even modulo renaming.

! This paper does not treat weak simulations, etc.; therefore we omit the word ‘strong’.
2 See [13] for a formal definition of safety property for labelled transition systems.
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The reason is the layered design of AWN. While the set R of recipients of a
broadcast is added only on the layer of node expressions, we need to introduce
this set straightaway in mCRL2. On the process layer we do not have knowledge
about nodes in transmission range. To include all possibilities, we require an
entire collection of mCRL2-actions. We elaborate on this in the next section.
We call a relation R C S7 X Ss an A-warped simulation up to = between
transition systems £; and Lo for a relation A C P(A;) x P(Ag) if it satisfies

if pRq and p —%31 p” then JAq, As,p', ¢ .
(a€ay, p"=p, AL AAg, p 1=, ¢ “2o=¢ and p'R (),

"o

where p “31=p' &g Ya€ AT .p 51 p" Ap p’. The definition requires
a state ¢’ such that all actions a € As yield a transition to ¢’, as illustrated
in Figuze o).

An A-warped bisimulation up to = is a symmetric A-warped simulation up
to =, using A and A" =g {(z,y) | (y,x) € A}, respectively.

Each (bi)simulation (up to =) is also a (bi)simulation modulo renaming (up
to =)—using the identity as renaming; and each (bi)simulation modulo renaming
up to = is an A-warped (bi)simulation up to =—with A={({a}, {f(a)})|a€ A1 }.

5 From AWN to mCRL2

This section presents the formal translation from AWN-to mCRL2-processes.

Both process algebras are parameterised by the choice of an underlying data
structure/abstract data type, and neither puts many restrictions on it; only the
toolset associated to mCRL2 makes it more specific by predefining the most
common concepts, such as integers, sets, lists, structs, etc. To ease readability,
our presented translation assumes the same data structure underlying both pro-
cess algebras. In particular, the translation maintains sorts—integers are mapped
to integers etc. We also assume that variable names are the same. In the full
version of this paper [I7] we use translation functions that follow the detailed
restrictions imposed on the respective data structures.

Tables define the full translation, in recursive fashion.

lists the translation rules for sequential processes. On this level, our
translation function operates on sequential process expressions P and addition-
ally carries two parameters: the set V' of data variables maintained by P, and a
valuation ¢ of some of these variables. So boM({) C V. ¢ evaluates all variables
that in the translation to mCRL2 are turned into constants, or other closed data
expressions; the variables in V'\DOM(() remain variables upon translation. exp®
denotes the mCRL2-expression exp with t¢(,) substituted for each x € bom(().
The set V is always the domain of the valuation & of a sequential process (&, P);
hence the { used as a parameter in the translation is only a part of &.

The first two equations translate broadcast and groupcast-actions in a
similar fashion. Since mCRL2 does not allow to alter the number nor the type
of arguments of an action, we have to add all parameters from the beginning. As
a consequence the action cast carries three arguments: the intended destinations
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Table 4. Translation function T (Sequential Processes)

Tv (¢, broadcast(ms).P) = 3, .. p) cast(IP,D, ms®)-Tv (¢, P)

Tv (¢, groupcast(dests, ms).P) = 37 o i 1p) cast(dests®,D, ms)-Tv (¢, P)
Tv (¢, unicast(dest, ms).P » Q) = cast({dest*}, {dest®}, ms®)- Ty (¢, P)
+ —uni({dest*},0, ms®)-Tv (¢, Q)
= send (0, §, ms®)-Tv (¢, P)

= ipap del(ip, data®)-Tv (¢, P)
ZDD/ bct(IP) recelve(D D’ m) TVU{m}(C P)

Tv (¢, send(ms
Tv (¢, deliver(data

3333

)
)
Tv (¢, receive(m).
I

Tv (¢, [vi=eap] P) = X, oren) (v = €ap®) =

(XCvisorsn(V=v) = t-Tyvu (¢, P))
Ty (¢, X(ep,, -, exp,)) = X (expf,- -, eapy,)
Tv((, P+Q)=Tv((,P)+Tv((Q)
Tv(C [elP) = ZFV(LP)\V ¢ — t-Tvurv(e) (C, P)

of a message (a set of addresses), the actual destinations, and the message itself.
For broadcast the set of intended addresses is the set of all IP addresses; for
groupcast this set is determined by the AW N-primitive. The second argument
hinges on the set of reachable destinations (destinations in transmission range),
which is only specified on the level of node expressions—see e.g. Rule 2 of
To allow arbitrary sets of destinations these rules use the sum operator
of mCRL2 (> )—the correct set of destinations is chosen later, by using the
parallel operator |. For the translation we have to assume that D and D’ are
fresh variables; in [I7] we list all required side conditions, which we skip here to
ease readability. After the broadcast-action has been translated, the remaining
process P is handled by the same translation function. The unicast primitive
uses a similar translation in case of successful transmission, but also allows the
possibility of failure, which is handled by the action —uni.

The translation of the send-primitive is straightforward; the only subtlety
is that the translation has to have as many arguments as the cast-action, since
both synchronise with receive—we use the empty set ) as dummy parameter.
The deliver-action delivers data to the client; as this can happen at any network
node, we sum over all possible recipients ip. The translation of receive follows
the style of broadcast and groupcast, and synchronises with the cast-action
later on. Hence it needs the same number of arguments as that action; as all
parameters are unknown, we sum over all of them. After the receive-action, the
variable m is added to the set V' of variables maintained by the AWN-process
P. However, since in the mCRL2 translation it occurs under the scope of a sum
operator, it is not instantiated with a concrete message in the translation of P,
and hence is removed from the domain of (—notation ¢\®.

Since mCRL2 does not provide a primitive for assignment, the translation
of [v:= exp] P is non-trivial. The idea behind our translation is to sum over all
possible values of v, and use a guard to pick the right value. A first rendering
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Table 5. Translation function T (Defining Equation and Parallel Processes)

T(X(v1, " ,Vn) &f P) = (X(vl:sort(vl)7 <o vpisort(vy)) d:CfT{VU“,‘,n}(@, P))
T((& P)) = Tooue) (& P)

T(P«Q) = VVF{r\s—yt}(p{receiveﬁr}T(P)||p{send—>s}T(Q))
where V' = {t, cast, -uni, send, del, receive}

of the translation rule would be }_, ¢\ (v= exp¢) — X, where X is a process
to be determined. This sum-guard combination works for many cases; it fails
when the expression contains the variable itself. An example is the increment of
a variable: [x = x+1]. To resolve this problem we use a standard technique of
programming and introduce a fresh variable y. We then split the assignment and
calculate [y = x+1][x = y]. Both assignments are transformed into sum-guard
form. Since we aim at strong bisimilarity and the assignment rule of AWN
produces a silent action 7, we do something similar for mCRL2. For technical
reasonsﬂ we cannot use a T-action, and use an action named t instead.

Both AWN and mCRL2 feature process calls and an operator for (binary)
choice with the same semantics; their obvious translation is given by the next two
lines of The guard of AWN translates to a guard in mCRL2. However,
AWN assigns variables that occur free in ¢ and that are not maintained by the
current process in a non-deterministic manner such that ¢ evaluates to true.
We model the same behaviour by a sum over those variables that can be chosen
freely; here the set Fv(p) contains all free variables of the Boolean formula ¢.
This is the only place in the translation where the parameter V' is used at all.
The mCRL2-expression of this rule simplifies to ¢¢ — t- Ty (¢, P) in case all
free variables of ¢ occur in V.

first presents the translation of defining equations, which is straight-
forward. The set V of variables maintained by P consists of the parameters v;
of the process name X. The table also lists the translation rules for parallel pro-
cesses. The rule for (£, P) merely needs to initialise the set V' as pom(§). The
last rule handles the (asymmetric) parallel operator of parallel processes. This
operator allows and enforces synchronisation of a send-action on the right with
a receive-action on the left only. For example, in the expression (P ( Q) {( R the
send and receive-actions of ) can communicate only with P and R, respec-
tively, but the receive-actions of R, as well as the send-actions of P, remain
available for communication with the environment. Since mCRL2 only offers
a standard, symmetric parallel operator, we model the behaviour by combin-
ing renaming, communication and allow operators. By renaming receive to r
in the left process and send to s in the right process we guarantee synchroni-
sation of the corresponding actions; the communication operator renames the
synchronised action into t, which later becomes an internal action 7. To enforce

3 Using that 7|7 = 7, the fourth rule of allows any two parallel T-transitions
in mCRL2 to synchronise, which is not possible in AWN. For this reason, T-actions
in AWN are translated in an action t of mCRL2, which is turned into a 7 only at
the outermost layer, where no further parallel compositions are encountered.
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Table 6. Translation function T (Network Nodes and Networks)

T(ip: P:R) = Wic(T(P)||G(ip, R))
where V = {t, starcast, arrive, deliver, connect, disconnect}

where C = {cast|cast — starcast, —uni|-uni — t,
del|del — deliver, receive|receive — arrive}

where G(ip,R) = ZDD/ Serp) (RND =D') — cast(D,D’,m)-G(ip,R)
i (@¢R) - “umi({a}.0.m)-Glip.B)
+ Zdata:DATA w(ipv data)'G(ipa R)
+ > 4pap connect(ip, ip’)-G(ip,RU {ip'})
+ 3201 connect(ip’, ip)-G(ip,RU {ip'})
+ Zip/,ip”;lp(ip ¢ {ipl ip”}) — ConneCt(ipl» iPN)'G(ipyR)
+ > pr1p disconnect(ip, ip’)-G(ip,R\{ip'})
+ 2;p.1p disconnect (ip’, 1p) G(ip,R\{ip'})
+ Xy iprap(iP & {1’ ip”}) — disconnect(ip, ip”)-G(ip,R)
+ ZDD/ Set(1p) (ip € D’) — receive(D,D’,m)-G(ip,R)
+ ZDD/ Ser1P) (ip ¢ D) — arrive(D,D’,m)-G(ip,R)

T(MHN) = pRVVF{arrive\arrive—»a}f‘c( ( )”T( ))
where R = {a — arrive,c — connect,d — disconnect,s — starcast}
where V = {a, c, d, deliver, s, t}

where C' = {starcast|arrive — s, connect|connect — c,
disconnect|disconnect — d}

T([M]) = T{t}vvp{starcastat}[‘c (T (M) ||H)
where V = {t, newpkt, deliver, connect, disconnect}

where C' = {newpkt|arrive — newpkt}

def

where H =37, b 4aeaDATA dest:ip R€WPkt({ip}, {ip}, newpkt(data, dest))-H

synchronisation, we apply the allow-operator V, and restrict the set of actions
to those possible. Among others this disallows all proper multi-actions.

shows the translation rules for network nodes, networks and encap-
sulated networks. All rules use combinations of the mCRL2-operators V and I,
similar to the last rule of The process G is used to select the correct set
of nodes receiving a message—remember that we sum over all possible sets on
the level of sequential processes (see . It also introduces the primitives
for changing network topologies, such as connecting and disconnecting two
nodes. The rule for || features two I'-operators, as mCRL2 forbids a single one
to have overlapping redexes. The encapsulation allows only actions with name
newpkt, deliver, connect, disconnect, as well as the ‘to-be’ silent action t.
The process H handles the injection of a new data packet, where all parame-
ters (point of injection ip, the destination dest as well the content data of the
message) are unknown; we sum over these values.

This concludes the formal definition and explanation of the translation from
the process algebra AWN into the process algebra mCRIL2.
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Table 7. Action relation A

A=y { ({r}.{t}), ({broadcast({(ms))} {cast([IP], [D], [£(ms)]) | D:Set(IP)}),
({groupcast(¢(dests), £(ms)) },{cast([£(dests)], [D], [£(ms)]) | D:Set(IP)}),
({unicast(¢(dest), &(ms))} {cast([¢({dest})], [E({destD], [€(ms)D}),
({—unicast(£(dest), {(ms)) } {~uni([¢({dest})], [0], [€(ms)])}),
({send({(ms))},{send([0], [0], [€(ms)])}),

({deliver(¢(data))},{del([ip], [[f(data)l])J ip:IP}),
E{recelve( m)},{receive([D], [D'], m) | D,D":Set(IP)}),

(

(

(

{R:*cast(m)},{starcast(D, R, m)}), ({ip:deliver(d)},{deliver(ip,d)}),
{H-K :arrive(m)},{arrive([D], [D'], m) [;{’Iégs,?tgig’,:n:z,@}),
{connect(ip’, ip )} {connect(ip’, ip")}),

{disconnect(ip’, ip")},{disconnect(ip’, ip”)}),

({ip:newpkt(d, dip) },{newpkt({ip}, {ip}, newpkt(d, dip))}), ({7},{7})
m, £(ms):MSG; ip,ip’,ip”, dip, dest:IP; d,£(data):DATA;
dests, R, D, H, K:Set(IP); R C D}

6 Correctness of the Translation

This section describes the relationship between AW N-specifications and their
counterparts in mCRL2. We establish that our translation forms a warped bisim-
ulation up to = on all layers of AWN; and a bisimulation modulo renaming up
to = for encapsulated networks.

Theorem 6.1. The relation {(P,T(P)) | P is an AWN-process} is an A-
warped simulation up to =, where A is the action relation of

Proof Sketch. We need to show that
if P -2 P’ then 3A1,Ay. (P 25 P/, T(P) 22=T(P’), A1 AAs and a € Ay),

for all AWN action labels a. We prove this implication by structural induction
on the derivation of P %+ P’ from the inference rules of AWN.

The base cases consider all sos-rules of AWN without premises, such as the
first rule of Out of the 14 bases cases we only present the proof for this
rule, and prove that there are sets Ay and A, satisfying the above properties.

Since broadcast(£(ms)) € Aq, implies A;=broadcast(£(ms)) and
Ao={cast([¢(dests)], [D], [E(ms)]) | D:Set(IP)}. Tt suffices to find a derivation
in mCRL2 such that T (¢, broadcast(ms).p) — T(&,p), for all a € Ay. For
arbitrary D we have

cast(IP, D, £(ms)) LeastUPDE(ma))],
cast(IP,D, £(ms))- Troue) (€, P) cast([IP],[B], [£(ms)]) Toou(e (€, P)
(cast(IP, D, £(ms)) Tooue (€, P))[D := D] <2 UPLILEGOD, p e p)
3 oisertp) €asE(IP, D, £(ms)) Too(e) (€, P) <tUPLILIECID, o) (¢, P)

Thou(e) (€, broadcast(ms).P) cast([IP], [0]. [£(ms)]), Thoue) (&, P)
T (¢, broadcast(ms).P) <2tWPLPLIEmID, ¢ p)
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The validity of the first transition follows from the first rule of The
second one follows from the second rule, and a distributivity property of the
interpretation function [.] (see[Section 3)). To use the sos-rule for sum of
in Step 4, we rewrite the process on the left-hand side using substitution. The
remaining two steps use the presented translation function (Line 1 of
and Line 2 of.

The induction step covers all rules that have at least one premise. Out of the
30 cases we present only the proof of

broadcast(m)

e 3

ip:P:RM)ip:P’:R
Table 7| allows Ay = {R: *cast(m)} and Ay = {starcast(IP, R, m)}, choosing
D =1P. The induction step is proven by providing a derivation in mCRL2 for
T(ip: P: R) - T (ip: P': R), for all a € A,. First, we analyse the process G.

cast(IP, R, t,,) Le2stUP-Latw)l, o
cast(IP, R, t,)-G(ip, R) ==ULm) ci, R)
RNIP = R) — cast(IP, R, t,,)-G(ip, R) <2A:Rm) i R
b b p? p?

(¢ — cast(D,D',m)-G(ip, R))[D:=IP,D':=R, m:=t,,] <2=tULm) G R)

oy ¢ = cast(D,D',m)-G(ip, R) <=L, Gip, R)

ani;isscemp) ¢ — cast(D,D’',m)-G(ip, R) + S’ cast(P,R,m), G(ip, R)

(S o secary ¢ — cast(D,D',m)-G(ip,R) + §)[ip:=ip, Ri=R] <2LURRm) vy Ry

n:MSG

G(ip, R) ==t Em, Gy R)
where S is an expression equal to all summands of G except the first one, and
S’ = S[ip:=ip,R:=R]. Moreover, c= (RND=D') and ¢ = (RND =D’). We use
‘R’ and ‘IP’ as data values as well as expressions denoting these, so [R] = R
and [IP] =1IP.

As for the previous derivation the first two steps follow from the first two
rules of using [t,,] = m. The following step applies the rule for guard
(sixth r7 using [R NIP = R] = true as side condition. As before
we use substitution such that we can apply the sum operator. We then use the
rule of binary choice (third one in and substitution again. The final
step applies the recursion rule of mCRL2 (last one in the table).

Since there is only one pair (B1,B;) € .A with broadcast(m) € By (see[Table 7),
T(P) cast(IP,R,m), T(P'), using the induction hypothesis. We combine this fact
with the conclusion of the derivation above.
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Induction
hypothesis

T(P) cast(IP,R,m) T(P/) (Zp, ) cast(IP,R,m) G(Zp, R)

T (P)[Gip, B) =R RA, T(P)||Gip, R)
To(T(P)||Gip, R)) 2eteastUPLmleastUP.Rm), 1 (7 (P')||G(ip, R))
I'c(T(P)|G(ip, R)) StareastUBLm, 1o (7 (P')|G(ip, R))

Vy T (T(P)|Gip, R)) 222t UPLm, G 1o (T (P) |G ip, R))

T(ip:P:R) starcast(IP, R,m), T(ip:P':R)

The derivation is straightforward, using the synchronisation rule of and
the rules for mCRL2-operators listed on This finishes the induction step
for the broadcast-rule. a

A full and detailed proof can be found in [I7].
We have shown that translated processes simulate original processes. We now
turn to the opposite direction.

Theorem 6.2. The relation {(T(P),P) | P is an AWN-process} is an A™-
warped simulation up to =, where A" is the converse action relation of

Similar to the proof is by structural induction. In contrast to the
above proof, the proof of[Theorem 6.2]is more complicated. The reason is that the
relation A is a function, whereas A” is not. As a consequence the individual cases
(base cases and induction steps) contain several case distinctions. For example,
an action labelled cast([[D], [D'], [m]) could stem from a broadcast, a groupcast
or a unicast-action in AWN. The action labelled t is even worse: it can stem
from an internal action 7, the action starcast, from a synchronisation uni|—uni,
etc. Again, the full proof can be found in [I7].

Corollary 6.3. The relation {(P,T(P)) | P is an AWN-process} is an A™-
warped bisimulation up to =.

Using this result we are now ready to prove the main theorem.
Theorem 6.4. The relation {(P, T(P)) | P is an encapsulated network expres-

sion in AWN}E|is a bisimulation modulo renaming up to = w.r.t. to the bijective
renaming function f, defined as

T ifa=r7
deliver(ip, d) if a = ip:deliver(d)

f(a) =ar { connect(ip’, ip") if a = connect(ip’, ip”)
disconnect(ip’, ip”) if a = disconnect(ip’, ip”)

newpkt({ip}, {ip}, newpkt(d, dip)) if a = ip:newpkt(d, dip) .

Given Corollary the proof is fairly straightforward. As we have established a
bisimulation between specifications written in AWN and their translated coun-
terparts in mCRL2 we can now use the mCRL2 toolset to analyse safety prop-
erties, because such properties are preserved under bisimulation.

4 P is an encapsulated network expression when it has the form [M].
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7 Implementation

@ Qe B D i G o
@ project 2| = O

joting(Lip: Ip, Lno: Integer, voted: Boolean, p: IP, no: Integer)
$MG, sip: IP, sn: Integer =
ve ballot */

. [B(m) == new B(sip, sn)] Eval(sip, sn, lip, lno, voted, ip, no)

w n0)) . Eval(ip, no, lip, lno, true, ip, no)

ve(m) . [a() w B(sip, sm)] Eval(sip, sn, lip, lno, voted, ip, no)

Metametamode\j

+ trace(new TraceCip, lip, 1no)) . Voting(lip, lno, voted, ip, no)

Metamodel A < Transformation -- Melamodel B er, lip: IP, lno: Integer, voted: Boolean,
’” ’
e [sn >= 1no oted, ip, o)
\ «executes» a
| 2 + [sn < lno] VotingClip, no, voted, ip, no)
o ;
asks 3 Proporti s . v=n
ModeIA Translormat\on rocess a
engme At Omebten e patn Lecaton Troe

0 tems selected

(a) MDE Basics (b) Eclipse Plugin
Fig. 2. Implementing AWN to mCRL2

We have implemented our translation as an Eclipse-plugin, available at http:
//hoefner-online.de/ifm18/ with a description in [36]. The project, written
in JAVA, is based on the principles of Model-Driven Engineering (MDE) [24133].

MDE efficiently combines domain-specific languages with transformation en-
gines and generators. The MDE approach aims to increase productivity by max-
imising compatibility between systems, via reuse of standardised models; its
basic design principle is sketched in (a). Based on the idea of “every-
thing is a model”, the overall goal is to transform a model A into another model
B. The syntax of a model is usually a domain-specific language (DSL), or in
terms of MDE a metamodel. All metamodels have to conform to the syntax
of a metametamodel—the syntax of a metametamodel can be expressed by the
metametamodel itself. Using a commonly available metametamodel, such as the
one introduced by the Object Management Group [34], makes metamodels com-
patible. Abstract transformation rules defined between metamodels are used to
transform models.

In our setting Model A is an AW N-specification, and Model B its translated
counterpart in mCRL2. The metamodels A and B correspond to the syntax of
the two process algebras.

To ensure usability and compatibility, our implementation builds on exist-
ing MDE frameworks and techniques. We use the Eclipse Modeling Framework
(EMF) [35], which includes a metametamodel (Ecore) for describing metamodels.
The open-source framework Xtext [4] provides infrastructure to create parsers,
linkers, and typecheckers. By using Eclipse and Xtext, we are able to provide a
user-friendly GUI; see [Figure 2(b). To define our model transformation we use
QVT (Query/View/Transformation) [28/27]; in particular the imperative model
transformation language QVTo.

For development purposes and as a sanity check we implement and translate
the leader election protocol, presented in Sections [2] and [3] Both the input and
output are small enough to be manually inspected and analysed.

We use the mCRL2 toolset—in particular the provided model checker—to
determine whether the nodes of a 5-node network eventually agree on a leader.
In terms of CTL [9], we want to check
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A (prips) and AO AD (p1ips)

where 156 is a propositional (state) formula checking the equality of the val-
ues assigned to the nodes’ variables 1ip. The former equation states that at
some point in time all nodes agree on a common leader; the latter strength-
ens the statement and requires that the nodes agree on a leader permanently.
The mCRL2 toolset only checks formulas written in the modal p-calculus [32],
or (generalised) Hennessy-Milner logic [19]; so we have to translate the above
formula. Moreover, because state variables are hidden from direct analysis by
mCRIL2, we modify the protocol by including an extra, otherwise inert, action
trace(ip, lip). It reveals the current choice of leader of a particular node, when
added as a ‘self-loop’ to[Process 1] The property can then be specified by requir-
ing that all traces that exclude trace-actions eventually can only do exactly one
trace action for each ip with matching values for the 1ip argument. As this is
the case, the protocol is correct.

We now analyse a variant of the leader election protocol in which the operator

> in (Line 1) is replaced by >, and < by <. Interestingly, the property
under consideration does not hold. We leave it to the reader to find the reason.

8 Case Study: The AODV Routing Protocol

To further test our framework, we translate the Ad hoc On-Demand Distance
Vector (AODV) routing protocol [30], which two of the authors together with
colleagues formalised in AWN before [12/16].

AODV is a reactive protocol, i.e., routes are established on demand, only
when needed. It is a widely-used routing protocol designed for Mobile Ad-hoc
Networks (MANETSs) and Wireless Mesh Networks (WMNs). The protocol is
one of the four protocols standardised by the IETF MANET working group,
and forms the basis of new WMN protocols, including the Hybrid Wireless Mesh
Protocol (HWMP) in the IEEE 802.11s wireless mesh network standard [22].

The AODV routing protocol is specified in the form of an RFC [30], which
is the de facto standard. However, it has been shown that the standard contains
several ambiguities, contradictions, and cases of underspecification. [12]

To overcome these deficiencies, two of the authors, together with other col-
leagues, obtained the first rigorous formalisation of the AODV routing proto-
col [1216], using the process algebra AWN. The specification consists of about
150 lines of AWN-code, split over seven processes, and around 35 functions
working on a customised data structure, including routing tables.

The specification, which is available online, is translated into mCRL2, using
our framework. It is not the purpose of this paper to perform a proper analysis of
this protocol; we merely illustrate the potential of our framework, namely that
it can be used to analysis protocols used in modern networks.

Using the translated specification, we analyse a very weak form of the packet
delivery property [12], which, in generalised Hennessy-Milner logic, is described as

[true*-trace(newpkt(dip, data))] [~(deliver(dip,data)*] (true*)
(deliver(dip, data)) true .
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The property states that whenever a new packet intended for dip is injected to
the system, modelled by the action labelled trace(newpkt(dip,data)), then, as
long as it has not been delivered yet, it remains possible that this very packet will
be delivered in the future. AODV uses a series of control messages to establish
a route between source and destination before actually sending the data-packet.
Similar to the leader election protocol, the AODV specification is modified by
inserting a trace-action that makes the detection of a newpkt-submission to the
AODV process visible to mCRL2.

We model a static linear network of three nodes and manually insert two
new packets. The mCRL2 toolset checks the packet-delivery property against
the given network, and detects a counter example showing that AODV con-
trol messages can interfere. Thus, the packet-delivery property does not hold,
confirming an analysis done by pen-and-paper [12].

9 Conclusion

In this paper we have developed and implemented a translation from the process
algebra AWN into the process algebra mCRL2. The translation allows an auto-
matic analysis of AW N-specifications, using the sophisticated toolset of mCRL2.
In contrast to many approaches that transform one formalism into another, we
have proven that the translation respects strong bisimilarity (modulo renaming).
Therefore we guarantee that all safety properties can be checked on the trans-
lated specification and that the (positive/negative) outcome carries over to the
AW N-specification. Besides, establishing the relationship in a formal way helped
us in finding problems in our translation that we otherwise would have missed.
For example, in an early version of the translation function we missed the intro-
duction of a fresh variable y when translating an assignment (Line 7 of .

We have used our framework, which is available online, to analyse a simple
leader election protocol, as well as the packet-delivery property of the AODV
routing protocol.

Directions for future work are manifold. (a) Having tools for automated ana-
lysis available, we can now analyse further protocols, such as a fragmentation
and reassembly protocol running on top of a CAN-bus [15]. (b) T-AWN is an
extension of AWN by timing constructs. [7] Since mCRL2 supports time as
well, it would be interesting to extend our translation of Since the
timing constructs of T-AWN are fairly complex, this may be a challenging task;
in particular if the result on strong bisimulation should be maintained. (c) We
want to make use of more highly sophisticated off-the-shelf tools, such as Is-
abelle/HOL and UPPAAL. As our framework follows the methodology of Model-
Driven Engineering, implementing translations into other formalisms should be
straightforward—proving a bisimulation result is a different story, though. (d) It
has been shown that bisimulations do not preserve all liveness properties. [14]
We want to come up with a concept that preserves both safety and liveness
properties, followed by an adaptation of our translation.
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